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Bucket Evaluations Software Supplementary

In order to create a program for running the BEoatgm, | took into consideration several
design approaches, such as: (1) creating a progratmallows the user to decide on resource
allocation for better performance according to Hadware abilities, and (2) an easy-to-use

graphical user interface (GUI) (Figure 1).

The program includes a multithreaded architectbed allows the GUI to remain active, while
multiple threads are executing the analysis ordttaset provided (Figure 2). The design of the
program consisted of 3 independent threads, inatuthemain GUI window (MGUIW) thread,
information form thread, and th8E Thread Manager (BETM). In addition to these threads are
the dataset analysis threads. The amoumabéset Threads (DT) is a variable set by the user

(Figure 2).
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Figure 1 Bucket Evaluations Software Graphical User Integfaichis image is the main window, which
displayed to the user. It provides the user thele@steps to load a dataset (step 1), run the @giitdm
and produce a similarity matrix as a file (stepT3)is window gives the user an option to set the
algorithm’s variables (step 2), and provides helpeach of the variables using a tool-tip hovetdiut
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Figure 2 Bucket Evaluations Software Architecture. Eachaegte represents a class in the program.
The green blue and orange rectangles represemagefiareads. The Thread Barrier (purple rectarngle)
a separate object used by the BE Thread Manager.



1. User Experience

Running the analysis requires three steps, asidleddn the MGUIW (Figure 1):

1. Choose a data source file for which you wish tatea similarity matrix. Clicking the

m button opens a file browser for choosing the datarce file (Figure 3). The
data source file should be a standard tab delinfitegdvhich includes the column names,
row names and numeric data results.

2. Set algorithm variables according to the data type are using. As previously
mentioned, results may be more accurate by martipgléhese values. It is therefore
recommended to run the source dataset multiplestimién different values. This will

allow to fine tune the variables to best the uséa® source.

3. Clicking the L| button opens a window requesting tiser for a file save
location (Figure 4). The program writes the sinifjamatrix information to the save
location, which is the output target file. The prarg@ commences the analysis of the data
once the user confirms the output location. If da¢aset is in an incorrect format, or if
there is any other problem with the run, a messeitjebe displayed to the user using

exception handlers, which are code sections tredtvdiéh faulty input.

Once the program commences the analysis, the stétie run is displayed to the user. The
status is displayed by using a progress bar, ptxgerstatus, and status text components, which

are constantly updated throughout the run.
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2. Main GUI Window (MGUIW)

The MGUIW thread is the initial execution threaddas responsible for user input and status
notifications to the user. The user input includgsut file selection window, initial input file
validations, algorithm parameter input etc. (FiglyeThe MGUIW thread also includes tool-tip

hover labeldz] , which provide the user with a teelanation of the variable fields to fill.

User Input

Each input parameter consists of a GUI objectithetlevant to the type of data needed (e.qg. file
location requires text and initial bucket size rieggia number). The parameters, which the user

can modify include:

* “Choose data source” — A variable input that cdssi$ a textbox and m button
components. Allows users to select the data filelwkhey wish to load. The data must
be a tab delimited file including column and rowmes. For example (file format:
“UCIMC2\tC3\NR1\t1\t2\t3\nR2\t4\t5\t6\nR 3\t 7\t8Y):

C1 c2z C3
R1 1 2 3
R2 4 5 6

R3 7 8 9

* “Use Pre-set Values” — A variable input that cotssif a combo box component. Allows

the user to choose pre-set values for the BE Masgalncluding: Sringent” - Score is
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dependent on more accuracy between the ranks wésahnd Broad” - The group of top
ranked values is larger. A large group of top rahkalues produces a high score for
more distant ranks in each bucket. These valuesatrehile assuming there are ~6000
values to compare. The sizes vary for differeresiaf datasets.

“Number of Additional Threads” — A variable inputat consists of a numeric up-down
component. Increasing the number of threads alltives algorithm to run analysis
concurrently. Concurrent running of the algorithraymesult in a faster outcome. Thread
performance is dependent on the computer's har¢gtemefore increasing the number of
threads may result in a delayed outcome (see setiiol).

“Initial Bucket Size (%)” — A variable input thatonsists of a numeric up-down
component. Allows the user to select the size ef first bucket. This value is the
percentage of the dataset size. For example,né e 10000 values to compare, and the
value of the initial bucket size is set to 0.0%rthhe first bucket, which holds the most
significant values, will hold 5 top values (whicted@.05% of 10000). Following buckets
will be larger in size (Table 2). A small value Wigsult in fewer scores considered as top
hits, resulting in a stringent result when compgolumns/rows. The value set for the
initial bucket size affects the results of the alipon, therefore it is recommended to run
the algorithm several times, while using differeets of variables, for finding the ideal
variable values (Figure 5). These values can atsahanged by using the different
options in the pre-set values combo-box.

“Maximum Number of Buckets” — A variable input thadnsists of a humeric up-down
component. Allows the user to select the algorigimiaximum amount of levels to

divide each experiment. For example, when compafitmgss defects of genes, this
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variable will represent the maximum number of gothe genes will be divided. A small
value in this field will result in a reduced effemt the similarity score of the lower values
in the dataset (Table 2).

“Comparing Columns/Rows” — A variable input thabneists of radio button
components. Allows the users to select what amalysy wish to run on the dataset. For
example, if the columns represent the experimemdstlae rows the represent the gene’s
fitness defect, then selecting the “Column” radiottbn will create an experiment
similarity scoring matrix. For example, for an inptfile such as (file format:
“CIMC2UC3\NR 1\t 1\t2\t3\nR2\t4\t5\t6\nR 3\t 7\t8%):

C1 c2z C3

R1 1 2 3

R2 4 5 6

R3 7 8 9

selecting 'Column’ will result in a similarity saog matrix of C1-C3 versus C1-C3, while

selecting 'Rows' will result in a scoring matrix®1-R3 versus R1-R3.

“Set score of lowest bucket to 0” — A variable ihghat consists of a checkbox

component. If checked, the score for the loweskeitscis set to 0. This results in giving a
score of O similarity to the lowest bucket, whichntains the lowest ranks, hence
avoiding the low end of ranks. If left uncheckele towest ranks can cause a higher

score of similarity, as it is included in the firgmilarity score.
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Figure 5

cerivastatin cerivastatin
S cenasr
cisplatin i
cerivastatin cerivastatin
cerivastatin cisplatin
doxorubicin cisplatin
doxorubicin cisplatin
doxorubicin cisplatin_
doxorubicin doxorubicin
cisplatin doxorubicin

4&: cisplatin doxorubicin
cisplatin doxorubicin

Figure 5 Example of different result outputs for settingfeliént bucket sizes when running the bucket
evaluations algorithm. The dataset originated frogh throughput sequencing (see section 3.4) with
initial bucket sizes set to a broad value of 5% &ajl a stringent value of 0.05% (b). These demdmg
show the importance of running several parametimitiens for finding the best fit for the datasBoth
results show same drug treatments clustered tagdioeigh this dataset required a stringent set of
variables as seen in dendrogram b, as all sameichlecompounds clustered together, while for broad
values of the variables, not all chemical compouwtdstered together (cisplatin).
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Status Notifications

In addition to the user input, the MGUIW is respblesfor status notifications to the user. Status
notifications are important as the user can getrmation regarding what stage of the program is
running at each moment. In order to allow the BEail DTs to change the components of the
MGUIW, delegates execute MGUIW methods from extetimeads. These delegates provide an

up-to-date status to the user by manipulating s¢wemponents, such as:

* Progress Bar — Provides a graphical display of i@egypercentage (Figure 6B).

* Percentage Label — Provides a numerical displgyadress percentage (Figure 6C).

» Status Text Label — Provides a brief text explamatf the current analysis action that is
performed on the dataset (Figure 6D). Once theyaisals completed, the Status Text

Label displays the output file location.
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Figure 6

o T el g

| @Evaluating similarity score ...

Figure 6 Program GUI once executed. The user can cancelithy clicking the “Cancel” button
(A). This button is located at the same place tRer” button was located prior execution. The status
is presented to the user using a status bar (B)utrent action percentage of the run (C), and tex
that provides a brief explanation of the curreralgsis action being performed (D).
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Cancel Run

Once a run has been executed by clicking. " butive MGUIW allows the user to

cancel the run by clicking tr button (Figure 6Ahe “Cancel” button is located at

the same location that the “Run” button was loca@ulce “Cancel” is clicked, a series of events
is initiated for terminating all running threadsher button-click event raises a flag that is
periodically checked by the BETM. The raised flagds to the following actions: (1) it prevents
the creation of additional DTs by the BETM, (2) yats existing DTs, that are in queue prior
running, from starting analysis on the dataset, (@)deaves the DTs, that are already running, to

terminate upon completion.

3. Information Form

The Information Form is a separate thread, accessible througlﬂhe orbatt the MGUIW. It
provides information about software version, andgescitation. This form is executed as a

separate thread, therefore can also be displayed wie analysis is underway.
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4. BE Thread Manager (BETM)

The BETM is a thread which controls the flow of #n@alysis according to the user’s parameters,
and orchestrates over multiple DTs. In order tosdo it uses thread control tools such as

semaphores and thread barriers.

Semaphores are software objects that limit the amaofurunning threads. If the defined number
of running threads is at its maximum, the semappate any additional threads into sleep mode.
Once a running thread is terminated, the semaphciieates one of the queued threads. The
semaphores were used to limit the amount of DTsingnat the same time. The amount of
allowed threads is set by the user prior the riithd user sets the number of additional threads
to O (Figure 1), the analysis will be performednfrethe BETM thread and not from additional

DTs.

The thread barrier is an object responsible fovgméng a selected thread from running as long
as a certain group of signal threads have not cetegbltheir run. The barrier prevents the
selected thread from running, by putting it in pleaode. Once the group of signal threads
complete their run, the sleeping thread is awakeimbd thread barrier was not part of .Net 3.0
framework, therefore, | implemented the barrieregbjas a separate class. The barrier was used
for controlling the stages of the analysis, addDis to the queue only for relevant sections of
the dataset. | also used the thread barrier forgotéeng the queue of DTs from becoming too
large. Preventing an oversized DT queue is impoffiamthe event that the “Cancel” button is

clicked, as there is a limited amount of threadhequeue that need to be cancelled.

Each part of the analysis is divided into sub-taklkes are performed by DTs. The BETM creates

a limited amount of DTs so that if the user candkés run, there is a limited amount of DTs
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awaiting execution. Because the dataset is analygedultiple threads, the BETM makes sure
that the sections being analysed are not overruothogr threads, and therefore provides the DT
with a mutually exclusive section for it to work .ofhese subtasks included tasks such as
ranking scores of specific columns, entering thieies of a specific column into buckets, and
comparing experiments. For example, for a datasetizz 100X100 there will be ~10200
subtasks (100 ranks + 100 bucket definitions + ~Q0fmparisons) assigned to threads. Once
the analysis is completed, the BETM saves the autpa standard tab delimited file which is

located in the path selected by the user.



